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T
he structural diversity of natural crys-
talline materials, which lead to their
myriad of electrical, mechanical, mag-

netic, and chemical properties, has inspired
intense efforts to build artificial crystalline
materials to achieve similar properties in
engineered devices. Recent work has de-
monstrated the vast range in functionality
of artificial crystals, such as in the develop-
ment of photonic1�5 and phononic band-
gaps,6�8 and their use in electromagnetic
and acoustic cloaking,9�11 as well as their
ability to achieve optical,12,13 thermal,14,15

and acoustic16,17 rectification. In many of
these examples, “top-down” fabrication
methods based on photolithography, me-
chanical molding, and direct printing, have
been successfully applied to fabricate artifi-
cial crystalline materials that can operate in
the long wavelength regime, for example,
the microwave and infrared regime.18,19

Scaling thesematerials to operate at shorter
wavelengths, such as the visible regime,
however, has been more challenging due
to the strict requirements on the size and
crystal structure of the unit cell.20,21 While
photolithography has been successfully
used to create photonic crystal devices in
the near-infrared range,22�25 it remains a
formidable challenge to fabricatemultilayer

3D structures that can eventually be adopted
by industry.
“Bottom-up” fabrication techniques based

on self-assembly are currently being investi-
gated as an alternative approach for fabricat-
ing artificial crystalline materials.26,27 Self-
assembled colloidal crystalline materials
have received significant attention in recent
years because of their ability to build crystal
structures with length scales suitable for
controlling visible light.28,29 Self-assembly
techniques have greatly benefited from
recent advances in chemistry and materials
science, which can synthesize monodis-
perse colloidal micro- and nanoparticles
from a wide variety of precursors. Self-
assembly has the additional advantage of
permitting the construction of 3-D struc-
tures30�32 and can be built on both planar
and nonplanar surfaces.33,34 However, self-
assembled crystals are prone to defects and
are usually restricted to a limited number of
crystalline structures, which limit potential
applications.
Recently, there has been increasing inter-

est in extending these self-assembly princi-
ples to build “colloidal alloys” in which two
or more types of colloidal particles are ar-
ranged into well-defined crystalline config-
urations. Techniques based on controlled
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ABSTRACT We demonstrate a magnetic technique for assembling bidisperse and

tridisperse colloidal particle fluids into a variety of complex structures with dimensionality

ranging from 0-D (rings) to 1-D (chains) to 2-D (tiles). Compared with prior work on bidisperse

particles that are commensurate in size, here we explore the assembly of different sized

particles, and we show that due to packing constraints, new particle structures can be

realized experimentally. Extending these experiments to a tridisperse system, we demon-

strate that at low concentrations the smallest particle does not change the underlying crystal structures of the bidisperse system; however, it can assist in

the formation of crystallite structures that were not stable in a bidisperse system. Additionally, we discovered that the smallest particle mimics the role of

the ferrofluid, by shifting the locations in phase space where the bidisperse crystal structures can be experimentally obtained. Finally, we demonstrate that

3-particle crystal structures can be tuned by varying the strength of the external field, which is not possible in a 2-particle system.
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drying,35�37 ionic interactions,38�40 and molecular
recognition,41�45 as well as electric and magnetic
fields,46�49 have demonstrated a variety of new crystal
structures that cannot be produced in monocompo-
nent suspensions. However, the ability to assemble
large colloidal crystal structures and methods to pre-
cisely control the crystallinity remain a fundamental
challenge.
Of all the above-mentioned colloidal assembly tech-

niques, field-assisted assembly methods are unique in
their ability to control the particle�particle interac-
tions in real-time.46�59 There are many examples of
field-assisted assembly of monodisperse colloidal
suspensions,50�53,55,58,59 andmore recently there have
been some examples of colloidal structures assembled
from bidisperse and tridisperse colloidal suspen-
sions.46�49 Here, we extend these early investigations
and demonstrate a wide class of tile, chain, and ring
structures that can be assembled in 2- and 3-particle
systems, in which the particles have both different
sizes and different material properties. Additionally,
we demonstrate that the strength of the applied mag-
netic field can induce phase transitions in a 3-particle
system, which cannot be observed in a 2-particle system.
Our system consists of a suspension of spherical,

isotropic magnetic, and nonmagnetic colloidal parti-
cles of different sizes, which are immersed in a suspen-
sion of magnetic nanoparticles, known as ferrofluid.
Here, the ferrofluid nanoparticles are much smaller
than the other colloidal particles and thus can be
treated as a magnetic continuum, whose properties
can be tuned by controlling themagnetic nanoparticle
concentration. Colloidal particles with a magnetic per-
meability that is higher than the ferrofluid exhibit a
paramagnetic response, in which the effective dipole
moment of the particle aligns parallel to the external
field. Colloidal particles with a magnetic permeability
that is lower than the ferrofluid exhibit a diamagnetic
response, in which their moments align antiparallel to
the external field. The resulting attractive and repulsive
interactions both between similar particles and dissim-
ilar particles vary as a function of their relative magnetic
permeabilities, relative concentrations, and relative po-
sitionswith respect to the external field direction. Subtle
tuning of these interactions allows for a diverse array of
colloidal structures to be assembled. Our experiments
are guided by a relatively simple theoretical model
based on the summation of dipole�dipole interactions
between the particles, which allows for minimum
energy configurations to be determined as a function
of several control parameters.
In this work, we first analyze the type of structures

that can be assembled in a 2-particle system (one
magnetic and one nonmagnetic bead type) as a func-
tion of the ferrofluid concentration and relative particle
concentration. We demonstrate that much of the
assembly process can be described by finding the

lowest potential energy structure of different lattice
configurations; however, we also observed that kinetic
effects and entropic effects can play a role in the
assembly process. Next, we analyze the structures
assembling in a 3-particle system (one magnetic and
two nonmagnetic bead types), and we demonstrate
that the external field strength can induce phase
transitions between different colloidal structures. To
our knowledge, this is the first demonstration of a field-
induced phase transition in a multicomponent colloi-
dal suspension.

THEORY AND NOTATION

Spherical, linearly magnetizable particles immersed
in a homogeneous fluid and exposed to an external
uniformfield are reasonably approximated as a collection
of magnetic point dipoles.48 The strength of interac-
tionbetween thepoint dipoles is a functionof the relative
dipole orientations and their relative positions. In these
experiments, colloidal particles are confined to a thin
fluid film, in which the external field is applied normal to
the film surface. The large (4.8 μm) andmedium (2.7 μm)
sizedbeads are typically confined to a 2-Dplane, inwhich
the pairwise particle�particle interaction energy is given
as the scalar product:

Uij ¼ μf
4π

mimj

rij3
(1)

where μf is the magnetic permeability of the ferrofluid,
and mi and mj are the dipole moments of the two
particles i and j, which are separated by a distance rij
within the 2-D plane. This expression is similar to that
for electrostatic interactions, except that it follows r�3

instead of r�1 dependence. In cases where a third small
(1-μm) bead is also present, it is typically located either
within the 2-D plane, and follows the energetics of
eq 1, or directly on top of other particles, in which the
energetics follows the same scaling relationship except
for multiplication by a factor of negative two.
The effective dipole moments of the particles de-

pend on the magnetic permeability mismatch with
respect to the surrounding medium as well as the local
field, which can be expressed as

mB i ¼ 3
μi � μf
μi þ 2μf

� �
ViHB i ¼ χhiViHB i (2)

where μi is themagnetic permeability of the ith particle
type having volume Vi and experiencing a magnetic
field Hi at the particle's center, while μf is the ferrofluid
permeability. Since the magnetic nanoparticles com-
prising the ferrofluid are orders of magnitude smaller
than the other colloidal particles, the ferrofluid is
treated as a homogeneous medium with a magnetic
permeability of μf = μ0(1 þ jχB), where χB is the bulk
susceptibility of ferrofluid, and j is the volume fraction
of solids within the ferrofluid. In our experimental sys-
tem, the nonmagnetic particles denoted by subscript
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n have permeabilities roughly equal to that of vacuum,
i.e., μn ≈ μ0 < μf, or using the short-hand notation,
χhn < 0. The magnetic particles denoted by subscript m
typically have a magnetic permeability greater than
the ferrofluid, that is, μm > μf, or using the short-hand
notation, χhm > 0. Thus the interaction between these
positive and negative dipoles leads to antiferromag-
netic interactions within the 2-D plane and ferro-
magnetic interactions along the field direction. In
the computation of phase diagrams, we restrict our
attention to the 2-particle system, in which all parti-
cles are confined to the 2-D plane. Thus, the potential
energy of a given crystalline configuration is deter-
mined by summing the interactions of all particles,
given by

U ¼ ∑
N

i¼ 1
∑
N

j¼ iþ 1

mimj

4πdij
3 (3)

and the energy per particle is given by

u ¼ U

N
(4)

where N is the total number of particles (in the limit
taken to infinity). For sufficiently large size lattice, the
summation will lead to a convergent value of u. In
our calculation of 1D and 2D structures, we main-
tained a sufficiently large particle number (N > 10000
in the calculation) such that convergence of the
energy density to within 1% accuracy could be
achieved.
A simplifying assumption was used to allow the

particle number ratio, Nn/Nm, affect the total system
energy. Specifically, we assumed that the interaction
energy of the entire system was produced by particles
that are incorporated into a particular lattice structure
aswell as any leftover free particles. These free particles
were assumed to be sufficiently far away from the
other structures that they produce a negligible effect
on the energy density of a particular lattice; however,
their presence does affect the system energy density.
In experiments, the free particles were typically several
diameters away from other structures, which justifies
this assumption.
In calculating the system energy, we used a param-

eter k to define the particle number ratio:

k ¼ Nn

Nm
(5)

whereas the parameter s represent particle stoichiom-
etry for a given crystal structure:

s ¼ N�
n

N�
m

(6)

When the particle number ratio is higher than the
crystal stoichiometry (k > s), there will be an excess of
nonmagnetic particles, and the structure in the system

is limited bymagnetic particles. In this case, the average
energy density of the system is

us ¼ 1þ s

1þ k
u (7)

where u is the energy density of an infinite lattice
defined in eq 4. Similarly, when the particle number
ratio is lower than the crystal stoichiometry (k < s), there
is an excess of nonmagnetic particles and the average
energy density is given by

us ¼ 1þ s�1

1þ k�1
u (8)

Through this approach, we evaluated the system
energy density of the 26 structures observed in experi-
ments (including several crystallites), and constructed
a T = 0 free energy phase diagram by selecting the
structure which had the lowest system energy as a
function of the ferrofluid concentration and particle
number ratio. We recognize that entropy can play an
important role in the total free energy of different
phases, especially for dense colloidal particle suspen-
sions; however, it is an enormous computational chal-
lenge to introduce entropy into these calculations,
which typically rely on some type of molecular dy-
namics or Monte Carlo type calculation, and still com-
pute the large parameter space necessary to produce a
phase diagram. Thus, the calculations presented here
should be treated more as a guide to determining the
experimental conditions in which different colloidal
structures can assemble.
More than 20 different colloidal crystal structures

were observed in experiments, thus for simplicity, we
used the notation MxNy to refer to the stoichiometry of
a structure in which a unit cell contains x paramagnetic
particles and y diamagnetic particles.

RESULTS AND DISCUSSION

2-Particle Assembly System. In contrast with prior stud-
ies on the magnetic assembly of binary colloidal
lattices, which focused on two particle types that are
commensurate in size,48 here we explore the magnetic
assembly of 4.8-μm nonmagnetic particles and 2.7-μm
magnetic particles with a diameter ratio of ∼1.7. We
show that several new lattice structures become stable
for this size ratio, whereas other lattice structures become
unstable, which is due to differences in how particles can
pack into different 2-D crystal structures.62�64

The two main examples of tile structures observed
in experiments are shown in Figure 1. These tile struc-
tures, which include MN square lattice (Figure 1a) and
M2N honeycomb lattices (Figure 1b), are significantly
larger than in prior work,48 due to the use of acoustic
field to locally concentrate the particles before the
magnetic assembly process (see Supporting Informa-
tion Figure S2). Tile structures form when the ratio of
the particle dipole moments is inversely proportional
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to their relative population fraction within the unit cell,
leading to a unit cell structure with nearly zero net
dipole density. The largest single-crystal MN square
lattices were observed to form in a ferrofluid concen-
tration of ∼0.5% vol. fraction of magnetic nanoparti-
cles and when the relative particle concentrations
were roughly equal, having the assembly conditions
χhnVn/χhmVm ≈ �1 and Nm/Nn ≈ 1. The largest single-
crystal M2N honeycomb lattices were observed in a
ferrofluid concentration of∼0.8% vol. fraction of mag-
netic nanoparticles and when the magnetic particle
concentration was twice that of the nonmagnetic
particle concentration, having the assembly conditions
χhnVn/χhmVm ≈ �2 and Nm/Nn ≈ 2. A large field of view
images for different colloidal phases are provided in
the Supporting Information (see Figure S3).

In contrast with prior results on the assembly of
commensurately sized particles,48 here we observed
that the MN square lattice formed the largest tile
structures as opposed to the M2N honeycomb and
M3N kagome lattices. This difference can be attributed
to the denser packing fraction for square lattice at this
particle size ratio (the 2-D packing fraction is 0.85 for
the square lattice, 0.8 for the honeycomb lattice, and
0.72 for the kagome lattice with a particle size ratio of
1.7), which both favors the depletion interaction be-
tween particles and has higher entropy.60,61 We only
observed small fragments of kagome lattices in this
system for two reasons: (1) the kagome lattice is the
least densely packed and (2) the ferrofluid concentra-
tions required to achieve kagome lattice was >1%,
which is difficult to obtain in our experimental system.

When the net dipole density of the unit cell diverges
from zero, the dipole�dipole interaction between unit
cells introduces strainwithin the crystal, and causes the

tiles to break up into 1-D chain structures. Figure 2
shows the four types of chain structures that were ob-
served in experiments, including MN2 chains (Figure 2a),
MN chains (Figure 2b), M2N2 chains (Figure 2c) and M2N
chains (Figure 2d). Compared with systems of commen-
surately sized particles, we note several differences. First,
the MN5 and MN4 chains were not present in this system
due to packing constraints. Second, we observed the
presence of the M2N2 chain, which was not frequently
observed in the systemof commensurately sized particles.
Finally, we noticed that theMN chainsweremore stable in
this system and were commonly found for a variety of
experimental conditions. At the boundary between
experimental conditions that favor chain vs tile phases,
we sometimes observed amixed phase that resembled
a percolating network of chains (see Supporting In-
formation Figure S4).

Owing to the intricate balance between the repul-
sive and attractive interactions between the particles
and the loose packing of the 1-D chain structures, the
bond angles for particles within the M2N and M2N2

chains could be adjusted with the ferrofluid concen-
tration. At ferrofluid concentrations of 0.5%, for exam-
ple, the magnetic beads experience greater repulsion
than the nonmagnetic beads, leading to bond angles
of 99� and 92� for the M2N, and M2N2 chains, respec-
tively. Conversely, at ferrofluid concentrations of 0.8%
the nonmagnetic beads experience greater repulsion
than the magnetic beads, leading to bond angles of
118� and 82� for the M2N, and M2N2 chains, respec-
tively (see Supporting Information Figure S3). For the
sake of convenience, in the illustrations we depict the
M2N and M2N2 chains with a 90� bond purely, regard-
less of the actual bond angle observed in a given
experiment.

Figure 1. 2D tile structures can be observed at different ferrofluid concentrations, including (a)MN square lattice forj= 0.5%
and (b) M2N honeycomb lattice for j = 0.8%. Brightfield and fluorescent images are overlaid to increase the image contrast.
Illustrations are provided above each experimental image,where the nonmagnetic particles are green andmagnetic particles
are dark brown. The tile structures were assembled in an external field of 15 Oe. The scale bars are 10 μm.

A
RTIC

LE



YANG ET AL . VOL. 7 ’ NO. 3 ’ 2705–2716 ’ 2013

www.acsnano.org

2709

When the dipole density of the unit cell strongly
diverges from zero, both the tile and chain phases are
energetically unstable, and instead ring structures tend
to assemble. Figure 3 shows the transition between
different ring structures as a function of increasing
ferrofluid concentration. In addition to the ring struc-
tures, we observed the formation of several crystallite
structureswhich express 5-fold or 3-fold symmetry that
could be reliably obtained at certain experimental
conditions (see Figure 3k�m).

Figure 4 presents the 2-particle phase diagram,
which was constructed by determining the lowest
system energy configuration eq 1�8 among the 26
lattice structures as a function of the ferrofluid and
relative particle concentrations. In all the calculations,
we assumed the magnetic susceptibility was χm = 0.45
for the magnetic particles, and χn = 0 for nonmagnetic
particles, which is consistent with the materials data
sheet provided by the manufacturer. The susceptibility
of the ferrofluid is assume to follow a linear relationship
with the particle concentration as χf = χBj, where j is
the ferrofluid volume fraction, and χB is the suscept-
ibility of bulk iron-oxide nanoparticles, whose best fit
was determined to be 14.2.

In calculating the system energy for the chain
structures, we did not allow for continuously varying
bond angles for M2N2 and M2N chains, and instead
assumed that the bond angles were fixed at 90�. The
system energy calculated for the two bond angles of
the M2N chains (90� and 120�) had relatively small
energy variations, which justifies this simplification. In
practice, this assumption led to minor movement of

the phase boundaries bordering the M2N2 and M2N
chain phases; however, the effect is small.

In calculating the magnetic moments of the beads,
we did not explicitly include the nearest neighbor
interaction like in previous work.48 We note that when
we did consider nearest neighbor interactions (data
not shown) it had only a minor effect on the phase
diagram by shifting certain phase boundaries.

In many respects theory and experiment match
quite well, whereas in other respects they match
poorly. For example, the phase diagram correctly pre-
dicts the experimental locations of the tile structures
(square data points are tightly grouped in the correct
locations). The experimental locations of the ring
structures are correctly predicted to exist near the
extremities of the phase diagram. The MN2 chains
(green þ signs are tightly grouped), the M2N2 chains
(orange þ signs are tightly grouped in two spots), the
M2N chains (one of the groupings of red crosses), and the
MN chains (one of the groupings of the blue crosses) were
observed in the vicinity of the theoretically predicted
locations. The M5N6 5-fold symmetry crystallite (green
stars) were also observed near the predicted locations.

There are several examples where theory and ex-
periment do not match. For example, the M4N3 crystal-
lite expressing 3-fold symmetry was never predicted to
be the lowest energy phase, though it was observed
experimentally at the border between the MN square
lattice and M2N honeycomb lattices. Likewise, the
M3N3 crystallite was never predicted to be the lowest
energy phase, though it was observed near the border
between the MN chain and M2N ring phases. Neither of

Figure 2. 1D chain structures were observed at the ferrofluid concentrations of (a) MN2 chain for j = 0.2%; (b) MN chain for
j = 0.3%; (c) M2N2 chain for j = 0.7%; and (d) M2N chain for j = 0.8%. Brightfield and fluorescent images are overlaid to
increase the image contrast. Illustrations are provided for each structure where the nonmagnetic particles are green and
magnetic particles are dark brown. The tile structures were assembled in an external field of 15 Oe. The scale bars are 10 μm.
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these cases is that surprising because the energy differ-
ence between these configurations compared with the
lowest energy state was on the order of thermal energy.

Wealso found that theMNchainswereoftenobserved
in coexistence with the MN square lattice phase, and
likewise the M2N chain structures were observed in coex-
istence with the M2N honeycomb lattices. These discre-
pancies are alsonot surprising, since therewasonlya small
potential energy difference between the chain and tile
structures for a variety of experimental conditions.

The most striking example where theory and ex-
periment diverge is for the conditions Nn/Nm > 2
and 0.3% < j < 1.0%, in which ring structures were
predominantly observed in experiments whereas
chain structures were theoretically predicted. The dis-
agreement between theory and experiment may be

caused by kinetic limitations in the assembly process,
and thus provide some hints for how the dynamics of
the assembly process may evolve. For the conditions
Nn/Nm>2 andj=0.4%, as one example, theMN2 chain
structure is predicted to have the lowest energy state;
however, a mixture of MN2, MN3, and MN4 rings was
typically observed. In experiments, the dynamics typi-
cally begin with the formation of ring structures, which
later evolve into higher dimensional chains and tile
structures. Depending on the strength of the external
field, these metastable states can be long-lived (e.g.,
escape time scales can be hours or longer for micro-
meter-sized particles).

However, another possible explanation for the di-
vergence between theory and experiment is the lack of
entropy in the energy calculations, which was omitted

Figure 3. 0D ring structures were observed at ferrofluid concentrations of (a) MN5 for j = 0.1%, Nm/Nn = 0.2; (b) MN4 for
j = 0.1%�0.2%, Nm/Nn = 0.25; (c) MN3 for j = 0.2%�0.4%, Nm/Nn = 0.3; (d) MN2 for j = 0.3%�0.5%, Nm/Nn = 0.5; (e) MN for
j= 0.1%�0.2%,Nm/Nn = 1; (f) M2N forj= 0.2%,Nm/Nn = 2; (g)M3N forj= 0.3%�0.5%,Nm/Nn = 3; (h)M4N forj= 0.6%�0.8%,
Nm/Nn = 4; (i) M5N for j = 0.9%, Nm/Nn = 5; (j) M6N for j = 1.0%, Nm/Nn = 6. We also observed several types of crystallites,
including (k)M5N6 crystallite with 5-fold symmetry forj=0.7%�0.8%; (l) M3N3 crystallite with 3-fold symmetry forj=0.1%�
0.2%, and (m) M4N3 crystallite with 3-fold symmetry for j = 0.6%�0.7%. Illustrations are provided for each structure where
the nonmagnetic particles are green andmagnetic particles are dark brown. The tile structureswere assembled in an external
field of 15 Oe. The scale bars are 10 μm.
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Figure 4. A T=0phase diagram is plottedbydetermining theminimumenergy state among the 26 different lattice structures
as a function of the ferrofluid and relative particle concentrations. Experimental data points for the ring (circles), chains
(crosses), tiles (squares), and crystallites (diamonds and stars) are included.

Figure 5. Hierarchical assembly of 3-particle ring strictures is illustrated on the underlying ring templates (a) MN4 ring, which
was observed forj=0.1%,NL/NM=4; (b)MN3 ring, whichwas observed forj=0.1%�0.2%,NL/NM=3; (c)MN2 ring, whichwas
observed for j = 0.1%�0.2%, NL/NM = 2; (d) MN ring, which was observed for j = 0.1%�0.2%, NL/NM = 1; (e) M2N2 crystallite,
which was observed for j = 0.2%�0.3%, NL/NM = 1; (f) M2N ring, which was observed for j = 0.1%�0.2%, NL/NM = 2; (g) M3N
ring, which was observed for j = 0.3%�0.4%, NL/NM = 3; and (h)M4N ring, which was observed for j = 0.4%, NL/NM > 4. The
illustrations depict the crystal structures, in which the 1 μm particles (S) are red, 2.7 μm particles (M) are dark brown, and
4.8 μm particles (L) are green. The scale bars are 10 μm.
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due to the computational difficulty in modeling the
entropy of large particle systems which typically re-
quire a Monte Carlo62,63 or molecular dynamics
simulation.64,65 Since the energy of a collection of
multiple ring structures is higher than the entropy of
a single chain structure, this may represent another
plausible explanation. Despite theseminor discrepancies,
themain conclusion is that the combination of theory and
experiment allows a particular crystal structure to be
assembled in a repeatablemanner by carefully controlling
the ferrofluid and relative particle concentrations.

3-Particle Assembly System. Building on the results
from the 2-particle assembly system, we next explored
a 3-particle assembly system by adding 1 μm non-
magnetic particles at concentrations that are equiva-
lent to the 2.7 μm magnetic particles in terms of
volume fraction. For convenience of notation, in the
following discussion we will label the beads as L (large,
nonmagnetic), M (medium, paramagnetic), and S
(small, nonmagnetic). Because of their small size and
low concentration, the S particles did not significantly
alter the fundamental crystal structures of the 2-parti-
cle system. Instead, the S particles decorated the crystal
structures by either forming rings around the M parti-
cles or clumps on top of the L particles. The relative
abundance of the S particles at either location depends
strongly on the ferrofluid concentration. For example,

at low ferrofluid concentrations (j < 0.3%) the mag-
netic permeabilities of the nonmagnetic beads were
relativelyweak, and thus theSparticles interacted strongly
with theMparticles andweaklywith the L particles. In this
case, theSparticles typically formed ringstructures around
the equator of the M particles. Alternatively, at high
ferrofluid concentrations (j> 0.4%), themagnetic perme-
abilities of the nonmagnetic particles were large com-
pared to the magnetic particles, and thus the S particles
interactedmore strongly with the L particles, and typically
formed clumps on top of the L particles.

The degree of incorporation of the S particles into
the 2-particle crystalline templates also depends on
the type of base 2-particle crystal structure. For crystal
structures that have a relative abundance of the L
particles, the accessibility for the S particles to assem-
ble around equator of the M particles are restricted,
presumably due to geometric constraints. Some of the
S particles occupied the interstitial regions with the
crystals, whereas the rest were randomly dispersed in
the fluid. For crystal structures that have a relative
abundance of the M particles, on the other hand, a
large number of S particles could be incorporated into the
crystal structures. This effect can be clearly observed in
Figure 5, in which the red rings are particularly prominent
for Figure 5c�h, for the underlying ring templates MN2,
MN,M2N,M3N, andM4N, and crystallite templateM2N2. By

Figure 6. Assembly of chain superstructures, such as (a) MN2 chain; (b) MN chain; (c) M2N2 chain; (d) M2N chain. Those structures
also have two levels of complexity: the first level is similar to chain structures in 2-particle, and the second level as “Saturn Rings”
formedby1μmparticles packing against 2.7μmmagnetic particles. Illustrations areprovided for each structure, inwhich the1μm
particles (S) are red, 2.7 μm particles (M) are dark brown, and 4.8 μm particles (L) are green. All the scale bars are 10 μm.
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contrast, few S particles could assemble into the ring
templates MN3 and MN4, as shown in Figure 5a�b.

It is interesting to note that the addition of the S
particles increased the stability of several structures that
were not stable in a 2-particle system. For example, we
rarely observed a stable M2N2 crystallite in the 2-particle
system; however, in the 3-particle system this structure
was commonly observed (see Figure 5e). The presence of
these new structures may be due to the ability of the S
particles to balance the net dipole moment of the overall
structure. In a 2-particle system, the balancing process
would promote the formation of large tile structures, such
as the MN square lattice. In a 3-particle system, on the
other hand, the Sparticles can act to shield themoment of
the M particles, and thus balance the net dipole moment
of the structure in a competitive manner.

Similar trends are observed for the hierarchical
assembly of chain structures, shown in Figure 6. The
S particles are incorporated to a greater extent in the
underlying crystal templates when there is a relative
abundance of the M particles (i.e., the MN, M2N2, M2N
chain structuresof Figure 6b�d),whereas, relatively fewS
particles are incorporated into the MN2 chain structure
presumably due to geometric constraints (see Figure 6a).

In the 3-particle experiments, we limited the ferrofluid
concentration to the range of 0.1% to 0.4%, in which the
MN square lattice was the only tile structure observed for
these conditions. In general, presumably due to packing
constraints, the S particles were restricted from being
incorporated in the interior of the crystal in large quan-
tities. Instead, the S particles assembled around the
periphery of the tile structures when the sides were
terminated by the M particles (see Figure 7b).

Another interesting observation is that the type of
assembled structure can be tuned by adjusting the
field strength in this 3-particle system. In weak fields
(∼8 Oe), the interaction between the M and L particles
is larger than thermal energy; however, the interaction
between the S andMparticles and the S and L particles
is smaller than thermal energy. In this case, 2-particle
lattices assemble in the fluid, meanwhile the S particles
are randomly dispersed (Figure 7a). As the field is in-
creased beyond a critical threshold (∼20 Oe), the interac-
tion between the S andM particles is higher than thermal
energy, but the interaction between the S and L particle is
still lower than thermal energy. In this case, a 3-particle
crystal structure can assemble, such as the one shown in
Figure7b.When thefield is further increased (beyond∼30
Oe), the interactions between M and L particles, S and M
particles, and S and L particles are all larger than thermal
energy, inwhich case theSparticles can assemblebothon
top of the L particles and around the M particles, such as
the crystal structure shown in Figure 7c.

Generally, these field-induced transitions de-
pend on the relative concentrations of the S, M,
and L, particles, and on the ferrofluid concentration.
The field induced transition requires a sufficiently

high concentration of the S particles, such that after
saturating the surface sites near one particle type (say,
around the M particles), the S particles next assemble
around the other particle type when the interaction
energy is larger than kBT. In low ferrofluid concentra-
tions (below 0.3%), the interaction between S and L
particles is much weaker than that between the S and
M particles and thus require much higher fields for the
transition to occur. At slightly higher ferrofluid con-
centrations (0.4%�0.5%), the interaction between the
S and L particles becomes comparable to that between
the S and M particles, which allows the field induced
transition to occur at smaller field differentials.

Due to the small size of the S particles relative to the
M and L particles and its relatively low concentration,

Figure 7. An example of field strength tuned structure
transition for the 3-particle system. (a) In a weak field, the
structures will only be composed of 4.8 μm nonmagnetic
particles and 2.7 μm magnetic particles. (b) In a medium
field, the 1 μm particles will form “Saturn Ring” structures
with themagnetic particles on the edge of the lattice. (c) In a
relatively strong field, in addition to the “Saturn Ring”
structures on the edge of the lattice, 1 μm particles can
align with 4.8 μm particles and form pole structures. Sche-
matic 3D illustrations are provided for each structure, in
which the 1 μmparticles (S) are red, 2.7 μmparticles (M) are
brown, and 4.8 μmparticles (L) are green. Scale bar is 10 μm.
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its presence does not tend to change the underlying
crystal structure; however, its presence does shift the
ferrofluid concentrations for which the underlying
2-particle structures are observed. For example, ac-
cording to the phase diagram in Figure 4, we should
not have observed M4N rings and M2N chains when
the ferrofluid concentration was less than 0.5%, yet
these structures were observed in the 3-particle
system. It is possible to understand why the S particle
introduces a shift in the phase diagram by noting that
the effective dipole moment of the composite struc-
ture consisting of an M particle surrounded by a ring
of S particles is smaller than for an isolated M particle.
In a sense, the S particles are playing a similar role as
the ferrofluid; that is, for high concentrations of S
particles, the effective dipole moments of the M
particles can be reduced in a similar manner to
increasing the ferrofluid concentration. Likewise,
the high concentrations of S particles can increase
the effective dipole moments of the L particles by
assembling on their poles. Thus, the addition of S
particles has the general effect of shifting the range
of ferrofluid concentration where a particular struc-
ture appears in the phase diagram. This effect only
appears when S particles formed composite with M
or L particles, which happens above certain field
strength. Thus, by adjusting the strength of the
external field it may be possible to adjust the crystal
structures in real time.

CONCLUSIONS

We present a highly tunable magnetic assembly
systemwhich uses ferrofluid to control the interactions
between particles of different types and sizes, and we
demonstrate a wealth of different structures that can be
observed in 2-particle and 3-particle systems. We show
that for a 2-particle system, in which the particles are of
two different sizes, it is possible to assemble several
structures that are not observed in a system of similarly
sized particles. Our results also indicate that metastable
states can dominate the assembly process in some
regimes, leading to the existence of structures that are
not the expected from potential energy calculations.
Our experiments in 3-particle systems, in which the

smallest particle is significantly smaller than theother two
particles and is present at sufficiently low concentrations,
show that the small particle does not alter the underlying
crystal structure forming between themedium and large
particles. However, the small particle canmimic the effect
of the ferrofluidby changing the experimental conditions
where the underlying 2-particle structures are observed.
Furthermore, we demonstrate the ability to adjust the
crystal structure in the 3-particle system by changing the
externalfield strength,which is notpossible for a 2-particle
system. The flexibility both in forming a variety of crystal
structures and in tuning the structures in real-time may
findapplications in thedevelopmentof smartmaterials for
applications in biosensors66 and metamaterials.67,68

MATERIALS AND METHODS

Materials. The ferrofluid (EMG 707, Ferrotec, Nashua, NH)
consists of an aqueous suspension of magnetic nanoparticles
having a mean diameter of 10 nm. The stock ferrofluid supplied
by the vendor has a volume fraction of 2.0% solids. The 2.7 μm
magnetic particles (M-270 Dynabeads, Life Technologies),
4.8 μm green fluorescent nonmagnetic particles (Fluoro-Max
G0500, Thermo Scientific), and 1 μm red fluorescent nonmag-
netic particles (Fluoro-Max R0100, Thermo Scientific) were
obtained from commercial vendors, all having stock concentra-
tions of 1%. The glass slides and coverslips used in the experi-
ments were coated with 10kD silane�polyoxyethylene�
carboxylic acid (PG2-CASL-10k, NANOCS, New York, NY), to
prevent adhesion between the particles and the substrates.

Particle Mixtures. In experiments, we adjusted the ferrofluid
concentration within the range of 0.1% to 1.0% by diluting the
ferrofluid with the suspension of magnetic and nonmagnetic
particles. Prior to experiments, the particles were concentrated
by centrifugation in order to achieve a concentration of 5%
by volume fraction in the final suspension. The number ratio
of nonmagnetic particles andmagnetic particles (Nn/Nm) for the
2-particle system was controlled by changing the relative
concentration of the two particle types. For the 3-particle
system, we first tested different volume ratios of 1 μm particles,
and found that the 3-particle structures formed most reliably
when the 1 μm and 2.7 μm particles were suspended at the same
volume fraction. If too few 1 μmparticles were used, then it led to
incomplete rings around the 2.7 μmparticles, whereas if toomany
1 μm particles were used, then it led to oversaturation of the
equator sites around the 2.7μmparticles andcompetitionwith the
4.8μmparticles. Because of these considerations,we restricted our

experiments to systemswhere the 1 μmand 2.7 μmparticles were
suspended at equal volume fractions.

Assembly Apparatus. A 3.5 μL droplet of the colloidal suspen-
sion was placed between a glass slide and a coverslip. Mineral
oil was used to seal the suspension between a glass slide and
coverslip to prevent convection and drying, which makes it
possible to extend the experimental time to more than 24 h. A
photograph of the sample and experimental setup is shown in
Supporting Information, Figure S1. A uniform magnetic field
was applied to the fluid cell by passing a constant current
through air-core solenoids (Fisher Scientific, Pittsburgh, PA)
mounted underneath the sample. The current was controlled
by a bipolar operational power amplifier (KEPCO, Flushing, NY)
through a Lab VIEW (National Instruments, Austin, TX) program.
The external field applied in the 2-particle system ranged from
10 to 15 Oe. In the 3-particle system, we varied the external
field in the range of 0�40 Oe in order to observe field induced
transitions. A small amount of white noise (∼5% current
fluctuations) was added to the solenoid. These perturbations,
together with thermal fluctuation at room temperature assisted
transitions out of metastable states and into lower energy
states. In most cases, each assembly was allowed to equilibriate
for 4�6 h before taking any images.

In all experiments, an acoustic field was applied to the
sample in order to concentrate the particles at local pressure
nodes of the acoustic standing wave. The acoustic field was
induced by an attached piezoelectric transducer (APC Interna-
tional, Mackeyville, PA) underneath the glass slides. The input to
the transducer was a 1 V sine wave at a frequency of 2.932 MHz,
which is the resonant frequency of the piezoelectric transducer.
After the particles were concentrated in small regions, the
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acoustic field was turned off and the magnetic field was turned
on to start the magnetic assembly process. A fluorescence
microscope with a 40� objective (LEICA, Bannockburn, IL) was
used to observe the particle assembly process by taking a
combination of bright field and fluorescent images, which were
overlaid.

Data Analysis. The particle number ratio was determined
using ImagePro (Media Cybernetics). For each image, the pre-
dominantly observed structure (over 80% of particles were
typically assembled in one type of crystal structure) was plotted
in the phase diagram. The dominant phase was identified by
observing the relative frequency of appearance of each crystal
structure. In cases where multiple crystal phases appear in the
experimental system, we split the image into different sub-
images, and conducted the data analysis on each subimage.
Combining all the data from the images and subimages, we plot
the most frequent structure (or the most and second most
frequent structure if two structures had similar frequency of
appearance) in the phase diagram. In cases where two struc-
tures were observed at similar frequencies, we separated the
data points slightly in the horizontal direction so that both data
points can be clearly distinguished. Because the ferrofluid
concentration is inferred from the mixing ratio and is not
experimentally measured, there is always some ambiguity in
the experimental data. Thus, these experiments should be used
as an indication for the general conditions for where different
crystal structures can be obtained.
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